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Dedication of resources results in silos at many levels

Dedicated Infrastructure-by-Application can inhibit business flexibility
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Result:  Infrastructure is under utilized and overly complex

Management of complex, heterogeneous environments too hard

IT asset utilization is too low

Proliferation of technology and platforms to support

Operational speed is too slow

Inability to manage the infrastructure seamlessly



Cost of mgmt. & admin. 10% CAGR
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Cost of People vs. Spending on new systems* “Data centers have 
become so fragile that 

administrators are 
fearful to touch the 
existing infrastructure, 
since any changes may 
set off a series of 

events that can bring a 
company to its knees. 
Consequently, many 
enterprises are 

restricted in deploying 
innovative applications 
that could potentially 
create competitive 
advantage.”

The Yankee Group** 
January 5, 2005



Grid Opportunity – Growth Curve Surpassing Moore’s Law

Grid Opportunity ($B)
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IBM Systems agenda

Maintain a flexible 
infrastructure to improve IT 
systems utilization and 
productivity

Introduce new applications 
and systems into existing IT 
infrastructure more easily

Better integrate business 
processes with IT
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Openness

Virtualization
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Virtualization



Computing is a coordinated sharing of resources, “virtualized
as a single system image
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It enables the virtualization of resources building a single system image

It allows distributed organization to share resources

Users and applications can access large IT capabilities with an easier
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IT Infrastructure (before Grid Computing)
Infrastructure

Application Layer

Physical Layer

Operating System Layer

•Too costly to manage
•Underutilized and inflexible
•Not aligned to business goals



Application Layer

Physical Layer

Operating System Layer

Grid Middleware Layer

•Cost-effective to manage
•Fully utilizable and flexible

Grid Scheduler

Grid Middleware



Logical
Simplification

�Systems managed as one 

�Multiple OS’s per server

�Rapid provisioning

Virtualization

Virtual Servers,
Storage, Networks

Servers

Physical
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Windows Server
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Networking

�Fewer servers and licenses

�Disparate management tools

Storage

Simplification… …Requires Breakthrough Technologies 
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Networks and network storage
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I/O virtualization is a hypervisor function that is implemented by I/O Server Partitions.



IBM Virtualization Engine Suite for Storage

Managed via: IBM TotalStorage Productivity Center
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Expand the 
capacity available 
for database files Move shared directories 

to a different type of 
storage

Without applications or host systems 
having to know anything about what 

is going on
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Virtualized File System
IBM TotalStorage SAN File System
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Load
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Virtualized Disk
IBM TotalStorage SAN Volume Controller

Replace an aging disk 
subsystem

Liberate yourself from traditional storage and disk management



“Grid and Grow” Offering Target Space
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is focused on solutions that help clients 
realize value from the full spectrum of grid 

computing solutions
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Virtualize the 
Enterprise

Virtualize Outside the 
Enterprise



Virtualize Like 
Resources
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is focused on solutions that help clients 
realize value from the full spectrum of grid 

computing solutions



MAGNA STEYR

Challenge
Too much time required to effectively run clash 
tests between complex sub-assemblies which 
impacts quality 
of the end product and getting the product to 
market on time. 
Too much administrative time required from 
design engineers

Solution
Grid enabled clash environment. IBM developed 
code and services using Platform Computing LSF 
w/ Dassault Systemes CATIA & ENOVIA DMU 
applications providing clash detection analysis.

Benefits:
� Significant performance improvement (72 – 4hrs)
� Risk and Error Reduction
� Cost Reduction

�Increased accuracy of data improves quality and 
reduces late changes)

Improved Time to Market
� Faster evaluation of design alternatives
� More accurate and timely product development

Grid technology from IBM and Platform Computing reduced the time required for our clash testing 
from 72 – 4 hours and contributed significantly to enhancing our design quality,” said Dr. Heinz 

Grid technology from IBM and Platform Computing reduced the time required for our clash testing 
– 4 hours and contributed significantly to enhancing our design quality,” said Dr. Heinz 

AutomotiveAutomotive



Input Files Splitter Merger Output Files

Heterogeneous 
LSF Cluster: 
AIX, IRIX, and 
Solaris nodes.  

Pilot Grid 

ITFCHECK

Distributed Clash Detection: IBM developed code used for splittiDistributed Clash Detection: IBM developed code used for splitting input ng input 

data, submitting sub jobs to the grid, merging the results. Platdata, submitting sub jobs to the grid, merging the results. Platform LSF form LSF 

used for job distribution.used for job distribution.

Clash Analysis Clash Analysis 



IBM’s GMAS is a multi site, multi-tier, multi-application fixed 

content enterprise storage virtualization platform

Grid Medical Archive Solution (GMAS)
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Organizations will contribute computing capacity  that 
provision the Resource Sharing Grid
virtual network connected by the grid management 
infrastructure.  Equipment can be housed on the 
subscriber premises or  in a common hosting 
location.

Subscribers can request additional capacity for 
processing or alert the grid that they have excess 
capacity for others to utilize.  The grid will determine 
what resources are available in either the common 
location or subscriber premises.
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Computers and other sources connected virtually can 
also make information available as a 
Grid.  Similarly, the virtual network will connect 
computers in a Process Integration Grid
organizations to integrate and streamline processes 
that go across organizational boundaries.
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Community users will benefit from improved access 
to public information and improved processes such 
as building permit application and approval.
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Ultimately, the grid community could connect with 
other grids outside of the region to improve facilitation 
of business collaboration.
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Financial Services Workloads
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� Helping clients optimize their HPC analytic 
infrastructure in the areas of:

– Scalability

– Latency

– Agility

– Cost

– In-house IT footprint

– Availability

– Resource utilization

– Data access

– Manageability

On Demand
Utility Computing

OAI

Deep
Computing

Grid
Computing



The challenges customers face in building out and growing their analytic infrastructures to support 
growth across the enterprise

Application 1

Grid 
Middleware

Systems 
Management

Application 2

File
System

Application 3

Application Management
Time to deploy new applications

Data Management:
I/O bottlenecks and geographic dispersion

System Performance:
Cost, utilization and space

Systems Management:
Manual with no feedback

Workload Management:
Scalability and performance degradation



The OAI solution addresses the challenges in creating a low-latency, high performance, scalable and automated 
analytics infrastructure

Grid 
Middleware

Application Web 
Simplified, consistent, repeatable and rapid global deployment of applications

Systems 

File
System

PBS Pro LoadLeveler

GPFS:  Enhanced parallel performance and scalability

for  single and geographically dispersed environments

CSM / IBM Director

IBM DCCoD
Flexibility to 

experiment and 
scale to meet 

business demands 
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